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Exploring the Correlation among Different Metrics

***Abstract*- Correlation is a statistical measure that indicates the extent to which two or more variables fluctuate together. A positive correlation indicates the extent to which those variables increase or decrease in parallel; a negative correlation indicates the extent to which one variable increases as the other decreases. In this paper, we focus on several common internal metrics: statement coverage, branch coverage, mutation score, McCabe complexity, backlog management index and Maintainability index. We find relations between these software metrics by analyzing experimental data.**

**We select five open source projects to get data:**

**Apache commons Lang, Apache commons configuration, Apache commons Codec, Apache commons collections and JfreeChart. To calculate correlation, we used Spearman Correlation.**

**In conclusion, branch coverage, statement coverage and McCabe complexity is negative and the strength of the association is good but not very strong.**

**Branch coverage, statement coverage and metric mutation score is positive and very strong.**

**Branch coverage and statement coverage and metric 6 negative and small correlation.**

**Backlog management index and Maintainability Index were negative and small correlation.**

***Keywords—metric, correlation, software measurement***

1. INTRODUCTION

The increasing up-trend of software size brings about challenges related to release planning and maintainability[1]. Foreseeing the growth of software metrics can assist in taking proactive decisions regarding different areas where software metrics play vital roles. For example, source code metrics are used to automatically calculate technical debt related to code quality which may indicate how maintainable a software is. Thus, predicting such metrics can give us an indication of technical debt in the future releases of software. Objective: Estimation or prediction of software metrics can be performed more meaningfully if the relationships between different domains of metrics and relationships between the metrics and different domains are well understood.

In this paper, we tend to analyze the correlation among different metrics. According to development experience, we selected five open source projects and six software measurement metrics.

In next sections, projects description and metrics description were provided. Then we provide the steps of collecting and analyzing data. In last section, we show descriptive summaries for collected metrics and results of correlation analysis.

1. RELATED WORK

Software metrics are often supposed to give valuable information for the development of software. Some researchers already analyze correlation metrics with C and C++ programs [8].

We collected the information from various plugins which we embedded with [IntelliJ IDEA:[2]  It is developed by JetBrains, and is available as an Apache 2 Licensed community edition, and in a proprietary commercial edition. Both can be used for commercial development.](https://www.jetbrains.com/idea/)

1. Choosing projects
2. Build the projects
3. Configuration of JACOCO plugin to the project - Metrics 1 & Metrics 2 - Statement and Branch Coverage
4. Configuration of PI-test plugin to the project

Metrics 3 – Mutation Score( Mutation Score = (Killed Mutants / Total number of Mutants) \* 100 )

1. Configuration of Metrics Reloaded Plugin to the project - Metrics 4 – Cyclomatic Complexity (G = E-N+2P), Halstead Volume(V), WMC(Weighted Method Complexity)
2. Computed Metric 5 (Maintainability Index) using Metric 4(Cyclomatic Complexity) and Halstead Volume

Formula: (MI = 171 - 5.2 \* ln(V) - 0.23 \* (G) - 16.2 \* ln (LOC) )

1. Computed Metric 6 using Issue tracking system- Apache JIRA for apache projects, Github issue tracker for other projects.

Hence with the above metrics we have computed the complexity and the correlation between different matrices.

1. PROJECTS DESCRIPTION

To make our experiment more convincing, we're choosing 5 java open source projects, in which 3 of them are greater than 100K LOC. Moreover, for each project, we choosing 3-4 different versions to collect the data. So we are able to collect the difference during the version evolution period. In addition, all of the projects that we choose has an issue-tracking system, which we used for collecting the data for maintenance relevant metrics.

*Project 1: Apache commons IO*

<https://commons.apache.org/proper/commons-io/>

Commons IO is a library of utilities to assist with developing IO functionality.

There are six main areas included:[Utility classes](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/package-summary.html) - with static methods to perform common tasks. [Input](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/input/package-summary.html) - useful Input Stream and Reader implementations .[Output](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/output/package-summary.html) - useful Output Stream and Writer implementations. [Filters](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/filefilter/package-summary.html) - various implementations of file filters. [Comparators](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/comparator/package-summary.html) - various implementations of java.util.Comparator for files. [File Monitor](https://commons.apache.org/proper/commons-io/javadocs/api-release/index.html?org/apache/commons/io/monitor/package-summary.html) - a component for monitoring file system *events*

*Project 2: Apache commons configuration*

<https://commons.apache.org/proper/commons-configuration/>

The Commons Configuration software library provides a generic configuration interface which enables a Java application to read configuration data from a variety of sources.

Apache commons configuration is a project that provides a library to use configuration/preferences of various sources and formats [5]. It also has an issue tracker (given on the project website), hence it opens up the possibility of using the project for defect related metrics (metrics 5). We’re collecting data using versions from 2.1.1 to 2.4.

The project is built by maven and consists of many documents to track the problems and help solve them during analysis. It also contains the test suites, which are used for metrics 1,2&4. And 1,2&3.

*Project 3: Apache commons Codec*

<https://commons.apache.org/proper/commons-codec/>

Apache Commons Codec (TM) software provides implementations of common encoders and decoders such as Base64, Hex, Phonetic and URLs.[4]

The size of collections is a 162.3K LOC which is the ideal size of our experiments

Commons Codec is a perfect project for us to collect the data from. The whole project is built by Maven, and it contains a lot of developer test cases. It is very convenience for us to collect the Jacoco and Pitest report since the only thing we need to do is the configuration. It also contains an issue tracking system and a lot of subversions. We are using versions from 1.8 to 1.12 for the experiment.

*Project 4: Apache commons collections*

<https://commons.apache.org/proper/commons-collections/>

The Java Collections Framework was a major addition in JDK 1.2. It added many powerful data structures that accelerate the development of the most significant Java applications. Since that time it has become the recognized standard for collection handling in Java.

We are using from version 4.0 to 4.3 for our experiments in this project. The size of collections is a 132K LOC which is the ideal size of our experiments. Just like what other project does, it contains a continues issue-tracking system and build in Maven, which makes our data collecting work very convenient.

Apache Commons Collections is an open-source project that provides powerful data structures that assist in the development of most significant Java applications [3]. This project has around 132,000 lines of code and is almost completely written in Java. The Apache Commons’ website provides all the necessary details regarding all its previous and current versions, which will be useful while computing the evolution-related metrics. Since, the project is built with Maven, we can use the JaCoCo plugin to compute metrics 1 and 2 as well.

*Project 5: JfreeChart*

<http://www.jfree.org/jfreechart/>

JFreeChart is a free 100% Java chart library that makes it easy for developers to display professional quality charts in their applications.

JFreeChart is a maven project and in the size of 167K LOC, and a continuous issue-tracking system. However it doesn’t have too many versions we can collect the data from, we only analysis this project’s data from version 1.0.19 – 1.5.0.

METRICS DESCRIPTION

In order to better measure selected projects, five different software measurement metrics are used. These five metrics belong to different aspects of software measurement. The details will be given as follow:

*Metric 1: Statement Coverage*

Statement coverage is a white box testing technique, which involves the execution of all the statements at least once in the source code. It is a metric, which is used to calculate and measure the number of statements in the source code which have been executed. Using this technique we can check what the source code is expected to do and what it should not. It can also be used to check the quality of the code and the flow of different paths in the program. Statement coverage count is how many statements are executed at least once during the test and thereby the more coverage percent it shows, the more opportunity to find the existing bug .

In white box testing, concentration of the tester is on the working of internal source code and flow chart or flow graph of the code.[7]

Generally, in the internal source code, there is a wide variety of elements like operators, methods, arrays, looping, control statements, exception handlers,. Based on the input given to the program, some code statements are executed and some may not be executed. The goal of statement coverage technique is to cover all the possible executing statements and path lines in the code.

*Statement coverage = No of statements Executed/Total no of statements in the source code \* 100*

*Metric 2: Branch Coverage*

Though statement coverage is essential, it also has some defects. For example, statement coverage only consider the executed statements and ignore the combinations of branches.

Branch coverage is a testing method, which aims to ensure that each one of the possible branch from each decision point is executed at least once and thereby ensuring that all reachable code is executed.

That is, every branch taken each way, true and false. It helps in validating all the branches in the code making sure that no branch leads to abnormal behavior of the application

*Branch Testing = (Number of decisions outcomes tested / Total Number of decision Outcomes) x 100%*

As a result, branch coverage was chosen. Branch coverage is how many branches from each decision point is executed at least once thereby the more coverage percent it shows, the more opportunity to find the existing bug .[8]

*Metric 3: Mutation Score*

The number of mutants depends on the definition of mutation operators and the syntax/structure of the software.

The number of mutants depends on the definition of mutation operators and the syntax/structure of the software 100% mutation score means killing all mutants (or a random sample).

*Score = (Killed Mutants / Total number of Mutants) \* 100*

Two assumptions: Competent programmer assumption: Developers write programs that are nearly correct with some small syntactic errors.

Coupling effect assumption: Test cases that distinguish all programs differing from a correct one by only simple errors is so sensitive that they also implicitly distinguish more complex errors.

*Metric 4: McCabe Metric (Cyclomatic Complexity)*

McCabe is a software metric used to calculate the complexity of a software. It is the measure of the number of independent executable paths within the code. It helps in determining the number of test cases which are required to get complete branch coverage [7]. McCabe makes use of Control Flow graph to calculate the Cyclomatic Complexity of the source code.

Cyclomatic Complexity is calculated as below,

**Cyclomatic Complexity = E – N + 2P**, where

E = the number of edges in CFG

N = the number of nodes in CFG

P = the number of connected components in CFG

D = is the number of control predicate (or decision) statements

For a single method or function, P is equal to 1

**Cyclomatic Complexity = E – N + 2**

Cyclomatic complexity can also be calculated by the below formula

**Cyclomatic Complexity = D + 1**, where

D = is the number of control predicate (or decision) statement

*Metric 5: Maintainability index*

The Maintainability Index(MI) is a combination of several metrics, including Cyclomatic Complexity and Average Lines of Code, as well the Halstead Volume[4][9].

The calculation method as follows: First, we need to measure the following metrics from the source code:

V = Halstead Volume

G = Cyclomatic Complexity

LOC = count of source Lines of Code (SLOC)

CM = percent of lines of Comment (optional)

From these measurements the MI can be calculated as:

*MI = 171 - 5.2 \* ln(V) - 0.23 \* (G) - 16.2 \* ln (LOC)*

The maintainability index is a value between 1 and 100. It represents the relative ease of maintaining the code. A high value means better maintainability [5].

*Metric 6: Fix Backlog and Backlog Management Index*

Backlog Management Index (BMI) uses Fix Backlog which is a workload statement for software maintenance. It is related to both the rate of defect arrivals and the rate at which fixes for reported problems become available. It is a simple count of reported problems that remain at the end of each month or each week. BMI is a metric to manage the backlog of open, unresolved, problems. As a ratio of the number of closed, or solved, problems to the number of problem arrivals during the month.[9]

*BMI = Number of problems closed during the month X 100%*

*Number of problem arrivals during the month*

1. STEPS TO COLLECTING THE DATA

Our data collecting work can be totally divided into 6 steps:

* S1.selecting projects.
* S2.building projects.
* S3.configuring Jacoco plugin.
* S4.adding pit test plugin.
* S5. selecting the active period for issues tracking and collecting related data from the issue tracking system.
* S6.write shell script for change-report and collecting changes-data from different subversions.

*Step1: Selecting projects*

In order to boost our later process, we’re carefully choosing the projects which meet the following standards:

* It is an open source project which is also programmed in Java Language.
* It is ether build by Maven or by Ant.
* It should be a single module project and the size of it shouldn’t be too small.
* There is an issue-tracking system which contains continuous issue-solving records.
* There are several subversions for us to collect data.

After filtering many unqualified projects, we finally narrow down our searching scope to Apache project, since most of them are meet our standards in terms of size, programming language, issue tracking system as well as serval subversions.

*Step 2: Building the projects*

After selecting projects, we tried to build all of them, in order to see if there are some crucial problems or doesn’t contain any unit test cases. For those contains some small problem, such as JDK version difference, we will fix it. However, for those projects which have crucial problems or doesn’t exist any unit test cases, we will drop this project and then go back to step 1.

In conclusion, in step two, we’re validating the selecting to see whether it is suitable for our experiment.

*Step 3: Adding Jacoco plugin*

In order to collect the data for statements coverage, branch coverage as well as complexity, we’re configuring for each project including its subversions that we choose to generate the Jacoco reports. As you can see in Figure 1, We adding Jacoco plugin into build file for each project(pom for maven projects) and adding Jacoco reports task into the test phase.

During the process, some of the projects show some problems such as some test cases cannot be passed, so it will prevent Jacoco to generate the report. We are using two solutions to solving this problem. First, changing the expected value for that test case so it can be passed. Second, delete this test case. Since all of the projects that we chose contains thousands of test cases, so one or two test cases won’t affect the final result. The example Jacoco report is shown in Figure 2.

1. *Correlation between Metric 1&2 and Metric 6*

The Spearman correlation coefficients *Rs* for metric 1&2 and metric 6 are shown below.

*Correlation between metric 1 and 6 - Rs =* -0.2525

*Correlation between metric 2 and 6 -**Rs =*  -0.36424

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Project** | **Vers** | **Total Statement Coverage in %** | **Total Branch Coverage in %** | **BMI** |
| Apache Common Configurations | 2.1.1 | 93.56 | 84.01 | 90.625 |
|  | 2.2 | 93.48 | 83.96 | 83.06 |
|  | 2.3 | 93.52 | 84 | 160.48 |
|  | 2.4 | 93.53 | 84.08 | 90.48 |
|  | 2.5 | 93.51 | 84.06 | 0 |
| Apache Common Collection | 4 | 88 | 76 | 59.93 |
|  | 4.1 | 88 | 76 | 40.56 |
|  | 4.2 | 89 | 78 | 72 |
|  | 4.3 | 89 | 78 | 70 |
| Apache Common Codec | 1.8 | 98 | 92 | 18.52 |
|  | 1.9 | 98 | 92 | 46.67 |
|  | 1.1 | 98 | 91 | 39.27 |
|  | 1.11 | 97 | 88 | 6.67 |
|  | 1.12 | 97 | 88 | 68.75 |
| Apache Commons IO | 2.6 |  |  |  |
|  | 2.5 |  |  |  |
|  | 2.4 |  |  |  |
|  | 2.3 |  |  |  |
|  | 2.1 |  |  |  |
| JFreeChart | 1.5.0 |  |  |  |
|  | 1.0.18 |  |  |  |
|  | 1.0.19 |  |  |  |

1. *Correlation between Metric 5 and Metric 6*

The Spearman correlation coefficient Rs is calculated from the above 14 sets of data, and the value of *R(Spearman)* was -0.21562, negative and small correlation If MI increases, then BMI will decreases.

TABLE . METRIC 5 AND METRIC 6 DATA FROM DIFFERENT VERSIONS OF 5 PROJECTS

|  |  |  |  |
| --- | --- | --- | --- |
| **Project** | **Project Versions** | **Maintainability Index** | **BMI** |
| Apache Common Configurations | 2.1.1 | 65.13 | 90.625 |
|  | 2.2 | 65.14 | 83.06 |
|  | 2.3 | 65.12 | 160.48 |
|  | 2.4 | 64.74 | 90.48 |
|  | 2.5 | 64.74 | 0 |
| Apache Common Collection | 4 | 69.16 | 59.93 |
|  | 4.1 | 69.12 | 40.56 |
|  | 4.2 | 68.84 | 72 |
|  | 4.3 | 68.83 | 70 |
| Apache Common Codec | 1.8 | 65.3 | 18.52 |
|  | 1.9 | 65.27 | 46.67 |
|  | 1.1 | 65.26 | 39.27 |
|  | 1.11 | 65.72 | 6.67 |
|  | 1.12 | 65.79 | 68.75 |
| Apache Commons IO | 2.6 |  |  |
|  | 2.5 |  |  |
|  | 2.4 |  |  |
|  | 2.3 |  |  |
|  | 2.1 |  |  |
| JFreeChart | 1.5.0 |  | 31.05 |
|  | 1.0.18 |  | 17.33 |
|  | 1.0.19 |  | 17.33 |
|  |  |  |  |

1. CONCLUSIONS

***Correlation between metric 1&2 and 3***

The correlation between metric 1&2 and metric 3 is positive and very strong. We can conclude that suites with higher statement or branch coverage can show high mutation score. This conclusion is consistent with the rationale that test suites with higher coverage can show better test suite effectiveness.

***Correlation between metric 1&2 and 4***

The correlation between metric 1&2 and 4 is negative and the strength of the association is good but not very strong. We can conclude that classes with higher Cyclomatic Complexity show lower statement/branch coverage. This conclusion is consistent with the rationale that classes with higher complexity are less likely to have high coverage test suites.

***Correlation between metric 1&2 and 6***

The correlation coefficients for metric 1&2 and metric 6 negative and small correlation. If the branch coverage and statement coverage increases, then BMI will decrease slightly.

The rationale is that if the program has high branch coverage and statement coverage (more of its source code executed during testing) then it has a lower chance of containing undetected software bugs. That means higher test coverage helps to increase software quality.

This conclusion is consistent with the rationale that classes with higher branch and statement coverage, then BMI will decrease.

***Correlation between metric 5 and 6***

The correlation coefficients of the metric 5 and metric 6 were negative and small correlation.We can conclude if MI increases, then BMI will decreases. This conclusion is consistent with the rationale that if MI increases then BMI decreases.
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